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 Data-driven insights play a pivotal role in optimising learning analytics within 

higher education institutions. Despite their importance, much of the data in these 

institutions remains untapped, trapped in siloed data stores. This study addresses 

this challenge by applying machine learning and mathematical modelling using a 

learning analytics research framework (Khalil et al., 2022), encompassing phases 

of data insights, analytics, and intervention. The study aimed to identify features 

influencing learner progression and discover student groups in educational 

environments. Utilising data from 1,017 students over a 3-year period, the research 

employed unsupervised machine learning techniques and automated student 

feedback. Feature analysis identified attendance, interactions, time intervals, and 

activities related to quizzes and workshops as useful predictors of students 

requiring additional support. The study found that K-means model performs best 

with an average recall of 89% and an overall accuracy of 72% for identifying at-

risk student groups using non-personally identifying data. The findings emphasise 

the utility of unsupervised machine learning for early identification of at-risk 

students, enabling timely interventions to prevent potential failure or dropout. 

Personalised and automated feedback forms summarising students’ progression 

received high ratings, 93% rating for usefulness from students, highlighting their 

satisfaction with it as a learning analytics intervention.   
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Introduction 

 

Learning analytics data is only valuable when it is transformed into a format which is interpretable and can provide 

actionable insights. This study investigated how some machine learning algorithms and mathematical modelling 

can enable digital and learning transformation in Higher Education by identifying factors affecting learners’ 

success.  Data for  this study was from the School of Science and Computing within Atlantic Technological 

University (ATU ) consisting of 3 academic sessions involving 1,017 first year students.  Measuring student 

engagement has proven difficult, and data collected from interactions with content, grades in activities, and online 

attendance were often siloed and inaccessible.   

 

Due to increased learning on online learning platforms, a vast amount of data was generated as students interacted 

with the learner content, and insights about the student’s learning pattern were derived and potential behaviour 
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predicted. Student engagement is a crucial factor in learning outcomes in higher education (Boulton et al.2019). 

This study explored how machine learning can be leveraged to improve student engagement.  More specifically, 

the research aims to establish patterns in the Moodle VLE data to identify student groups based on their 

engagement with their courses and interactions. The adoption of a data-science approach, enhanced by machine 

learning and AI, offers stakeholders greater insight, enhances student engagement, improves student outcomes, 

and facilitates operational improvements through real-time access to performance indicators. 

 

This research was guided by the following key research questions: 

1. Can historical data (three years) uncover patterns and insights between successful and unsuccessful students 

based on their interactions and learning behaviour?  

2. Can machine learning models predict risk/struggling students with good accuracy? What are the early indicators 

that predict students’ success or disengagement? 

3. How effective is automated and personalised feedback forms as an intervention method within the learning 

analytics framework? 

 

Literature Review 

Learning Analytics, Student Engagement and Success 

 

Learning analytics, an evolving research field, can help enhance the field of education and student success through 

more informed and focused interventions. The working definition of learning analytics according to Long & 

Siemens, (2011) is the measurement, collection, analysis, and reporting of data about learners and their contexts 

for purposes of understanding and optimising learning and the environments in which it occurs.Learning analytics 

can be a powerful tool to improve student success and engagement.  It can be used to understand the relationships 

between students, educators, and their subject matter (O’Farrell, 2017). Learning analytics can be used to support 

at-risk students. Katerina et al., (2019) showed that learning analytics can support data-driven learning design 

when data are collected from various sources and come from a regular part of the students’ learning process. 

Hongxin, (2020) highlighted that learning analytics can be used to support at-risk students in an institution. An 

institution can use learning analytics to identify students at risk of dropping out and provide them with additional 

support services. Learning analytics, although still a young field, is a powerful resource for informed decision 

making and better learning outcomes. (Flores-Vivar & García-Peñalvo, 2022) described how artificial intelligence 

(AI) in education can be useful to both students and educators. Lee O’Farrell, 2017 reiterates that “Learning 

analytics can reveal a lot about the progress of learners and the suitability of the contexts in which learning takes 

place.” Lee O’Farrell, 2017 reiterates that “Learning analytics can reveal a lot about the progress of learners and 

the suitability of the contexts in which learning takes place.” 

 

It is critical that the science of learning and curriculum design is kept at the heart of analytics solution, 

recognising educators and students as key stakeholders and beneficiaries of learning analytics (Tsai et al., 2018). 

According to O’Brien, (2022) lower attendance rates and poor student engagement are among the current 

academic concerns as some education programs suffer high attrition rates, primarily due to the poor engagement 

of students with their classes. Farag , (2020) found high rate of attrition in the freshman year for an engineering 
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programme. These challenges are primarily due to poor engagement of students in their classes. Research 

conducted by  Hu et al. (2016) shows that there is little research on learning analytics focusing on student 

engagement online; emphasizing the importance and necessity of further research in this area. 

 

Mohd et al., (2016) found that student engagement in learning correlates with good academic results and success. 

Hu et al. (2021) also found that student engagement is an important indicator of the effects of learning in higher 

education. Yoong, (2014) proposes that to improve student learning, there is a need to better understand students 

and analyse the data tracked from student learning activities online. Anthony, (2021) found that tracking activities 

and completion is useful to improve student engagement.  

 

One way in which learning analytics can be used to improve student engagement is by tracking student activity 

and completion. Developing environments and tools to track these activities is useful in learning analytics. Pérez-

Berenguer et al.,(2016) highlighted the benefit of developing environments to track these learning activities to 

improve learning analytics. Therefore, developing learning management systems and technology tools which track 

student activities and provide instructors with reports on student engagement is a valuable way of implementing 

learning analytics. 

 

Research findings from  Nurfadhlina et al.( 2021) measured student engagement using learning analytics and 

concluded that course participation and achievement have a strong positive correlation. Although these studies 

have shown the usefulness of learning analytics and its value, there have been challenges in implementing it across 

educational institutions and deriving the greatest value.Tsai & Gasevic, (2017) noted that there are technical, 

organisational, and pedagogical challenges with learning analytics. One such is limited availability of learning 

analytics policies to address issues such as privacy. There are also limited number of studies empirically validating 

the impact of learning analytics intervention. Challenges have also been identified in the use and application of 

learning analytics (Banihashem et al., 2018). 

 

Artificial Intelligence, Blended Learning and Learning Analytics 

 

AI and machine learning are critical technologies used to enhance learning. Kuleto et al., (2021) showed that the 

use of analytics and AI can help universities mitigate emerging challenges   with teaching students and design a 

curriculum that meets their needs. Waheed et al. (2020) highlighted that machine learning algorithms can be used 

to make predictions for at-risk university students from VLEs. According to Kew et al., (2017), the identification 

of learning indicators is of great importance, as it enhances prediction and identification of at-risk students. 

Mireilla (2017) highlights the importance of tracking digital footprint data on students’ interaction with their 

feedback to identify students at risk of failing a module. These research findings demonstrate the relevance of 

technological tools in learning analytics.  

 

Student engagement as a vital construct in understanding student learning behaviour could be used in evaluating 

technology-enhanced learning systems on their ability to properly impact students’ learning. Fidelia et al. (2022) 

demonstrated that student engagement data are good indicators of academic performance and learning. By 
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integrating learning analytics into blended learning process, students’ learning can be better understood and 

promoted (Baolin, 2017). Mark (2021) revealed that all students and not just at-risk students could benefit from 

interventions informed by learning analytics, and research findings explored by Tuti (2020) show that predictive 

models leveraging machine learning methods are effective in exploratory data analytics of student data. 

 

Blended learning refers to a learning method which combines traditional face-to-face learning style with online 

or e-activities (Attard & Holmes, 2022). This mode of learning is essential for providing institutions with a data 

source which can help harness the power of learning analytics. Adiguzel et al. (2020) found benefits of using 

digital products in student courses and saw the potential of blended learning products in the overall teaching and 

learning experience of students. 

 

Learning Analytics and Machine Learning 

 

The adoption of learning analytics enhanced by machine learning may offer stakeholders greater insight and 

enhance student engagement, thereby improving student outcomes and facilitating operational improvements 

through real-time access to key performance indicators. Machine Learning (ML) is a branch of artificial 

intelligence (AI) and computer science which focuses on the use of data and algorithms to imitate how humans 

learn, gradually improving its accuracy (IBM, 2022). 

                                        

Educational institutions store massive amounts of student data that are often left unanalysed for insights. Machine 

learning holds significant value for big data generated by educational institutions. Machine learning uses 

programming and mathematical tools to learn patterns in data, which are often difficult to discover. Types of 

Machine Learning include supervised, unsupervised, reinforcement learning, semi-supervised learning, and 

learning-to-learn (Oladipupo, 2010). Supervised learning techniques focus on teaching computers how to learn 

from data by showing what they should look out for. In unsupervised learning, data is fed into the model through 

programming, and the model automatically identifies patterns in the data without  showing what to identify. In 

reinforcement learning, the model is trained using a reward system, whereby it acts in an environment and is 

penalised or rewarded according to the set of actions it takes.  

 

Studies have shown that student dropout rates are increasing across various institutions, and concerns have been 

raised over low student engagement (O’Brien, 2022) as education receives large amount of government 

funding.Since 2016, there has been significant public reinvestment in higher education of €1.1 billion by the 

government, an increase of over 40% (Department of Furthur and  Higher Education, 2022). Increased spending 

on education aims to create a high-quality learning environment for students and equip them for national 

development. However, student dropout rates are increasing (Dass et al., 2021). 

 

Dass et al. (2021) considered the following features in predicting student performance: time and topics, topics 

mastered, topics practiced, and time spent. Daud et al. (2017) noted that the ability to predict the success or 

otherwise of a student is an interesting area because it could provide educational institutions with useful 

knowledge from their databases. This may aid institutions to provide additional support or adapt teaching styles 
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to students proned to quitting. Daud et al. (2017) used information on family expenditure (electricity, gas, medical, 

and accommodation bills), family income (father, mother , personal, and miscellaneous income etc.) student 

personal information (gender, marital status, home ownership, previous institutions attended) and family assets 

(land , stock , house and vehicular values) to predict student performance to support analytics. However, the study 

acknowledged that in most cases, all these data were unavailable for a dynamic construction of student identity. 

Access to this information is also dependent on student’s willingness to share them. Omar et al. (2020) applied a 

clustering approach for analysing student efficiency and performance using grade and GPA values in their dataset.  

 

Nafuri et al. (2022) used clustering analysis to classify student academic performance in higher education using 

gender, registration age, marital status, place of birth, income status, entry qualification, sponsorship, residence, 

Curriculum Grade Point Average (CGPA) and employment status as predictors. The well-cited Gray (2015) did 

a thorough work exploring learner motivation, age relationship with performance, and self-efficacy. However, 

personal information of students, such as age, gender, and course of study, were used as features. The study found 

that these factors were not indicative or significant in creating classification models of students at risk of failing. 

Embarak (2020) also applied machine learning to predict students at risk using only high school math and English 

SAT scores, and grade. Although the study found good correlation between the features used and their eventual 

performance, it acknowledged discrepancies found between learners in different programs. 

 

All these studies, have shown the use of personal information for model development. This means existing 

attempts to predict student performance and inform learning analytics have somehow been influenced by student’s 

past, gender, and their past family circumstances. 

 

Methodology 

Methodology Framework 

 

To decide on the appropriate methods to answer the research questions, it is important to choose an effective 

framework to guide the study. A critical analysis of learning analytics frameworks shows existence of valuable 

theoretical and pedagogical guidelines for educators (Kaliisa et al., 2022). A systematic review found a broad 

consensus on core elements of learning analytics frameworks, encompassing development, application, privacy, 

representation, data source, data type, focus/purpose, and educational context (Khalil et al., 2022).  

 

A pictorial representation of the chosen framework is shown in Figure 1 which visually shows its constituents and 

considerations. The chosen framework below revolves around learners, processes, data interpretation, 

optimisation and some components involved in each stage of the framework. The goal of this framework is to 

enhance learning and lead to well-informed decision making in education institutions. 

 

Based on the design goals formulated from reviewing existing literature, the framework used for this research is 

based on the learning analytics framework proposed by Khalil & Ebner, (2015) and Clow (2012) which consist 

of four key parts: 

1. Learning Environment: This refers to the environment that produces data and everything constituting 



International Journal on Studies in Education (IJonSE) 

 

 

655 

this environment. Clow (2012) referred to this as “Learners” in his framework. 

2. Big Data: This is a diverse collection of datasets captured from the learning environment. This data 

entails interactions, grades, learning activities, and academic information; referred to as the “Data” phase 

in the Clow framework.  

3. Analytics: Different data analysis methods are employed to identify trends, patterns, and derive insights. 

Qualitative and quantitative data are analysed using statistics and are visualised. Predictive models are 

employed in this phase such as K-means, Agglomerative and Spectral clustering techniques. Clow called 

this the “Metric” phase.  

4. Action: Here, the results from the analysis are used to improve the learning environment. It includes 

steps taken to intervene; personalisation of learning and change of learning policies to improve  learner 

experience. The Clow framework calls it “intervention”. 

 

 

Figure 1. The Learning Analytics Framework Proposed by Khalil and Ebner (2022) 

 

Ethical Guidelines Followed  

 

1. The research ensured strict compliance with the data governance structure at the institution managed by 

the data protection office. 

2. Clear guidelines on data collection, storage and usage were established. Ensuring that data was retrieved 

and conveniently stored on a system approved by the institution for analysis. 

3. Transparency in the usage of the data across the learning analytics team was followed. 

4. Informed consent was obtained from the student groups who participated in the pilot study both digitally 

and in classrooms, students were also aware of the purpose behind the research. 

5. Measures were taken to prevent algorithmic bias by only including data generated from student learning 

for model development and not retrieving or including data related to demographics. 

6. Latest guidelines and policies regarding data protection at the university were continuously reviewed and 

followed in alignment with the continuously evolving data protection norms and GDPR regulations. 
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Datasets Used for this Research 

 

Datasets from three academic sessions with first-year students participating in a math module were used in this 

research study. The participating students were from the science and computing departments and gave their 

consent for the data to be used for this purpose.  

 

Table 1 shows a summary of the datasets from the 3-year period with the number of participants in each year and 

aliases which will be used to refer to the datasets and the science and computing departments involved. Log file 

data for all datasets were also extracted. The log files data contained time series information on the interactions 

the students had with different components of their courses. It was used to get information on how engaged the 

students were on the course from a time perspective. Data was extracted twice for the MC2, MS2 at week 5 of the 

course and at week 12. Data was also extracted twice- at week 7 and week 12 of the semester for MC3 and MS3. 

It was only extracted once for the MC1, MC2 datasets as the course had already been completed at the beginning 

of the analysis. 

 

Table 1. Summary of Datasets from the Courses Used for This Study 

Year Module Alias Number of Participants (n) 

2020 - 2021 Essential Maths for Computing MC1 106 

2020 - 2021 Mathematics 1.1 for science MS1 202 

2021-2022 Essential Maths for Computing MC2 132 

2021-2022 Mathematics 1.1 for science MS2 241 

2022 – 2023 Essential Maths for Computing MC3 122 

2022-2023 Mathematics 1.1 for science MS3 214 

 Total  1017 

 

Datasets Description 

 

The datasets used in this research were extracted from the Moodle VLE in a structured form.  These ranged 

between 71 to 103 features each. The rows represented feature observations for individual students. In all the 

datasets, there are five preceding features with only basic student details: name (first and last name), ID number, 

email address, and department. Those features were only used for identification purposes that facilitated the 

automated intervention and were not included in the analytics or modelling. The remaining features are described 

in Table 2: 

 

Table 2. Summary Description of Features in Datasets 

Feature type Feature Description 

Quiz This represent quiz performance of the student across different quizzes and stored as a 

numeric value. 

Attendance Captures the students availability and participation during either their general lecture or 

journal classes. 
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Feature type Feature Description 

Journal Represent students journal performance. Journals are hands on classes where students 

are guided to complete work for each week related to topic taught during the week. 

Grades Represents the overall grade of the student as reflected by an aggregation of 

performance across different topics. 

Assignments Represents  dataset features that shows assignment completion rates for  students in 

group. 

Workshops Represents scores from workshop (group) activities assigned to  students. 

 

Exams Represent exam scores for the various exams taken by the students at different times in 

the semester. 

Checklists Represents the task completion checklist progress for course. 

Interactions Captured from the log files, these give an aggregated count of the number of 

interactions the student made on the learner platform in the form of clicks. 

Average interactions 

per session 

Represent the aggregated number of interactions per session when students logged on.It 

considers only the days when the student logged into to the course.  

Average interactions 

per day 

The average number of interactions per day for each student which  considers all the 

days in the semester including those when there was no log in activity. 

Days between 

interactions 

The average time in days between clicks aggregated from the time stamps in the log 

files. 

 

Descriptive Statistics 

 

To gain insight into the relevant features in the cleaned data, descriptive statistics about the features in the datasets 

were performed. Table 3 shows some descriptive statistics for individual features selected from the activity types 

for the MC1 dataset.  

 

Table 3. Descriptive Statistics of Selected Features in Dataset MC1 

 Attendance Checklist Quiz 

Total 

Workshop Journal 

Total 

Average 

Grade 

Total 

Interactions 

Count  106 106 106 106 106 106 106 

Mean  69.6 84.1 70.0 72.7 69.5 87.8 1217.3 

Standard deviation 32.6 30.2 32.7 42.6 36.6 30.5 526.7 

Min  0 0 0 0 0 0 15 

 

Similar values were obtained for the MC2 and MC3 datasets within computing groups. For the science group, 

Table 4 shows a sample of descriptive statistics for MS2. Statistical descriptions of the selected features for MS2 

were also similar in the MS1 and MS3 computing groups. Descriptive statistics for all datasets were computed 

using the Python Describe function which computes the mean, median, standard deviation, and the maximum and 

minimum values across all selected features.  
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Table 4. Descriptive Statistics of Selected Features in Dataset MS2 (n=241) 

 Attendance Checklist Journal 

Total 

Quiz 

Total 

Maths 

Grade 

Days Between 

Interactions 

Total 

Interactions 

Count  241 241 241 241 241 241 241 

Mean  54.2 58.1 9.9 6.7 43.7 4.0 1059.0 

Standard deviation 26.1 35.9 6.8 5.4 28.1 4.2 684.6 

Min  0 0 0 0 0 1.4 3 

 

Data Extraction and Analysis 

 

Data for model development were manually extracted from Moodle and application programming interfaces 

(APIs). APIs act as a bridge for various programs and applications to communicate and exchange information. 

The manual method of extraction involved logging into the Moodle platform with admin privileges for educators 

and downloading the gradebook and log file datasets. APIs were developed for an easier transfer of information 

from Moodle to  Jupiter Notebook environment without requiring manual extraction. An API was shared with the 

open-source community to assist fellow researchers with extracting data from the Moodle database. Subsequently, 

the data was processed and cleaned. Log-file data was merged with course data to explore interaction relationships. 

This was achieved using software development tools, such as Power BI, the Python Merge function, and Excel. 

Figure 2 shows the distribution of log interactions across days of the week. The results showed the least 

interactions during the weekends and maximum interactions on Monday for MC1, MC2, and Wednesday for the 

rest of the datasets. 

 

Figure 2. Histogram of Log Interaction by Day of the Week 
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Figure 3 shows scatterplots of attendance against grades across all year groups. The correlation coefficient “r” 

across all groups ranged from 0.64 and 0.84. 

 

Figure 3. Scatterplot of Attendance against Final Grade across Groups 

 

Correlation maps were also used to evaluate the relationships between the selected features, as shown in Figure 

4. The correlations are shown in fractions up to 1. Strong positive correlation coefficients (>0.5) can be observed 

between interactions and all other features. As well as between Math grade and other features. 

 

 

Figure 4. Correlation Heatmap of Selected Features for MS2. 
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Machine Learning Model Development and Approach 

 

Once relevant features were identified and filtered based on their respective MI Scores (machine learning feature 

selection technique described later),  machine learning models were evaluated. To determine the predictive model, 

data from the 2020/2021 session were analysed, comprising 205 science students in MS1 and 106 computing 

students MC1. The results of the analysis informed the machine learning model selection which was subsequently 

validated on the 2021/2022 data, consisting of 241 math students and 132 science students. The 2021/2022 dataset 

was used to develop an automated feedback system for students. The 2022/2023 dataset, which included data for 

214 math students and 122 science students, was employed to analyse student feedback to better understand 

student motivations and enhance student support services.  

 

Predictive models using unsupervised learning were used to forecast student outcomes. The model was not 

provided with a target feature or any explicit guidance on what should be predicted. Instead, it analysed the dataset 

and identified inherent patterns and structures. K-means clustering was the chosen model for this study after 

evaluation with two other models.  K-means is an iterative algorithm that partitions a dataset into group of clusters 

denoted as “k”. The goal is to minimise the cluster variance within the identified cluster groups, which refers to 

the sum of the squared distances between data points and centroids for each cluster. A centroid is the geometric 

centre of a cluster which represents the mean location of all the data points within that cluster. The mathematics 

of the k-means model are denoted below as: 

• k is the number of clusters. 

• where n denotes the number of data points. 

• xi refers to the ith data point. 

• cj is the centroid of cluster j. 

•  

The goal was to minimise the objective function denoted as J which is the minimum sum of the squared Euclidean 

distances between data points and their corresponding cluster centroids. 

𝐽 = ∑ 𝑚𝑖𝑛𝑗 |𝑥𝑖 − 𝑐𝑗|
2

𝑛

𝑖=1

 

|𝑥𝑖 − 𝑐𝑗|
2
 represents the Euclidean distance between a given data point xi and cj which is the centroid of a given 

cluster j. 

 

The clustering algorithm randomly assigns and initialises a specified number of clusters “k” based on input, then 

assigns each data point from the dataset to the nearest centroid of each of the clusters. It continues this assignment 

process and updates the position of the initial clusters until it reaches a point of convergence at which J does not 

improve with further centroid position update. 

 

The clustering models were trained on the features in each dataset that met the MI score threshold. Subsequently, 

models were evaluated over different cluster numbers using silhouette scores which were used to calculate the 

goodness of fit of the clustering model (Shutaywi & Kachouie, 2021).  Its values ranged from -1 to 1, where 1 

represents perfect clustering model and -1 represents poor model. 
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Mathematically, the silhouette score is calculated as follows: 

 

𝑠(𝑖) =
𝑏(𝑖) − 𝑎(𝑖)

max(𝑎(𝑖), 𝑏(𝑖))
 

 

Where: 

• s(i) represents the Silhouette Score for data point i 

• a(i): The average distance of data point i to all other data points within the same cluster representing the 

cohesion within the cluster. 

• b(i): The average distance of data point i to all data points in a different cluster, where i does not belong 

representing separation from other data points. 

 

The k-means model was selected based on its superior silhouette scores to generate cluster predictions on MC1 

and MS1 for prediction evaluation. 

 

Although the k-means model is an unsupervised learning technique with no labels assigned to a response feature, 

it can be evaluated using known labels which were excluded when training (process of teaching a computer to 

make predictions on given data) the model in a cluster validation process. This was done to evaluate the 

effectiveness of k-means in identifying groups of students in its predicted clusters and was treated as a supervised 

classification problem. This technique of “cluster validation” has been successfully used in other works (Aziz et 

al., 2021). 

 

The actual labels which  were the “Pass/Fail” feature created in the data phase were now treated as the ground 

truth and compared against the predicted clusters from the k-means model. The recall, precision and overall 

accuracy evaluation metrics were used.  

 

Explanation of Metrics 

 

The metrics were calculated using the model classifications of true positives (TP), true negatives (TN), False 

Positives (FP), and False Negatives (FN).  

 

The task of assessing the ability of a model to classify whether a patient has a disease is used to explain each 

classification type. 

 

A True Positive (TP) indicates that the predictive model predicted the patient as sick, and that the patient was sick. 

In this case, the illness was classified as positive.  Therefore, true positives are correctly classified positive 

predictions. 

 

A True Negative (TN) represents a correct negative prediction. If a patient is not sick, and the model predicts this 

correctly, it is a true negative. The negative prediction was true. 
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A False Positive (FP) represents a prediction of a positive case (sick), which is false. Therefore, if someone were 

not sick but predicted to be sick, then it is false positive.  

 

Finally, a False Negative (FN) represents a prediction of a negative case (not sick), which is false. Therefore, if 

someone is sick and the model predicts that the person is healthy, this prediction is false, resulting in a false 

negative prediction. 

 

Metrics derived from the classification types are as follows: 

 

Recall: Recall is a performance metric that evaluates a model's ability to correctly identify all relevant instances 

of a given class in an output category. In disease detection, recall measures the accuracy of a model in identifying 

all sick patients in each dataset. Recall does not consider false positives, as its primary objective is to correctly 

identify all sick patients. This prioritisation comes from the notion that accurately diagnosing as many sick patients 

as possible is crucial, even if it erroneously leads to some false positives where healthy patients are classified as 

sick. Recall is better metric in such prioritisation as the risk of missing a sick patient is far greater than that of 

misclassifying a healthy patient as sick.  This metric is particularly important when the goal is not to miss any 

instance of the case. Recall was the main objective of this research project. It was more important to identify as 

many students needing support as possible. The risk of missing any students outweighed offering more support to 

a few misclassified students who may not have needed it. 

 

The formula for recall is as follows: 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
=

𝑇𝑃

𝐴𝑙𝑙 𝑎𝑐𝑡𝑢𝑎𝑙 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 

 

Precision: Precision evaluates a classification model’s positive predictions. It evaluates the correctness of all 

positive predicted cases by the model. This metric is concerned with correctness of  positive predicted cases and 

does not prioritise all positive cases .In the context of disease detection, it measures the accuracy of correctly 

classified sick patients compared with overall number of patients classified as sick. If there is a higher risk of 

misclassifying patients as sick which leads to unnecessary treatment or procedures, then precision is a more 

relevant metric.  

 

If a model predicts a patient as positive for a disease that would require surgery, it is expected to be as precise as 

possible in classifying cases as positive. It is important to identify all truly sick patients, the risk of falsely 

classifying a healthy patient as sick and subjecting them to unnecessary treatment, anxiety or surgery is 

significantly higher than the risk of missing a sick patient. Therefore, prioritising precision ensures that the model 

is used responsibly and minimizes the potential for harm to patients especially the cost implications. 

 

The formula for the precision is as follows: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
=

𝑇𝑃

𝐴𝑙𝑙 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
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Overall Accuracy: This evaluates the overall correctness of a classification model in identifying correct classes as 

compared to actual cases, so it considers all true predictions (positives and negatives) and compares it with the 

overall predictions. It measures how well a model predicts the different classes for a given dataset. If greater 

priority is not given to a predicted class, the accuracy is a better metric. So based on the disease detection context, 

if there was no emphasis on either predicted class or no real danger misclassifying for any class, accuracy would 

be a preferred metric.  

 

The formula for calculating the accuracy is as follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
=

𝑂𝑣𝑒𝑟𝑎𝑙𝑙 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝐴𝑙𝑙 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
 

 

Based on the 2020/2021 and 2021/2022 results metrics three clusters for the predictive model were chosen: 

 

Machine Learning Model Results  

 

The k-means, agglomerative and spectral clustering models were evaluated to identify different student groups in 

the data. The silhouette scores were used to evaluate effective cluster identifiers. The unsupervised learning 

models were evaluated across cluster values, k, from 2 and 10 for both the MC1 and MS1 datasets at week 12 

(semester end) as shown in figure 5.  

 

Figure 5, the k-means model performs best in 9 out of 10 tests, followed by the Agglomerative clustering model 

which was better in 1 case for both MC1 and MS1.  

 

 

 

Figure 5. Silhouette Score Graphs Across All Models Tested 

 

Results on Optimum Number of Student Clusters 

 

An Elbow Plot was first used to investigate the computing cluster numbers using values from 1 to 10 to determine 

the optimum choice. Using this method, the point at which the rate of decrease for the sum of the squared distances 
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changes significantly was selected as elbow. The sum of the squared distances against the number of clusters was 

computed. Figure 6 was obtained using the elbow method. It showed an unclear choice of elbow point for cluster 

values 2 and 3. Therefore, additional tests were conducted to determine the suitability of each cluster. 

 

 

Figure 6. Elbow Method used to Determine Optimum Number of Clusters. 

 

The elbow visualiser was applied using a distortion score and silhouette score. The distortion score calculates 

the sum of squared distances between each data point and its closest centroid within a cluster, while the silhouette 

score evaluates how similar a data point is to its own cluster compared to other clusters as shown in Figure 7. 

According to the “distortion score” metric, 3 clusters was the optimal number of clusters for the k-means model 

to identify useful groups. This was explored using the technique of computing silhouette scores for different 

cluster numbers from 2 to 10. The silhouette scores below showed that value 2 gave the highest score of 0.524. 

  

 

Figure 7. Cluster Analysis 

 

Because k=3 is the optimum value according to the distortion method and k=2 is shown as ideal using the 
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silhouette score metric, both values were used for cluster predictions, and groups were compared against the 

actual final performance.   

 

Results from Predictive Models to Identify Student Groups 

 

The k-means model and cluster numbers chosen were implemented on the 2020/2021 datasets MC1 (computing 

students) and MS1 (science) students to gauge the effectiveness of the model in identifying students who were 

not successful in the course by failing the course or dropping out. To determine this, cluster groups identified by 

k-means using 2 clusters and 3 clusters were compared to the performance of the students during training. The 

model was also evaluated for week 5 and week 12 dataset for MC2 and MS2. Finally, it was evaluated for week 

7 and week 12 data for MC3 and MS3.  

 

Predictions from the 2-cluster groups were compared with final student pass/fail category. The 2-cluster k-means 

identified two groups that closely matched with the pass/fail group, whereas the 3-cluster k-means identified 3 

groups; one closely matching the pass group, one group that was either way, and one group closely matching the 

fail group. Additional observations of the group which could go either way, showed average math grade values 

indicating that this group was likely to either pass or fail the course.  

 

To calculate these metrics for the 3-cluster k-means, the likely at risk and at-risk clusters were combined for 

evaluation against the actual pass/fail feature which is ground truth. The following predictions for true positives, 

true negatives, false positives, and false negatives for 3 clusters across all datasets are given in Table 5: 

 

Table 5. K-Means Predictions Using 3 Clusters 

Dataset/Period True Positive 

(TP) 

True Negative 

(TN) 

False Positive 

(FP) 

False Negative 

(FN) 

MC1 23 70 12 1 

MS1 61 118 23 0 

MC2(Week 5) 40 64 27 1 

MC2(Week 12) 41 69 22 0 

MS2(Week 5) 95 110 33 6 

MS2(Week 12) 95 116 27 3 

MC3(Week 7) 34 26 60 2 

MC3(Week 12) 36 59 27 0 

MS3(Week 7) 41 118 38 17 

MS3(Week 12) 58 122 34 0 

 

Table 6 shows values for TP, TN, FP, and FN for MC1, MS1, MC2 and MS2 for weeks 5 and 12 using cluster 

value of 2. K-means predictions for 2-clusters for MS3 and MC3 were not computed as the previous datasets 

showed cluster value of 3 was better at recall.  
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Table 6. K-means Predictions Using 2 Clusters 

Dataset/Period True Positive (TP) True Negative (TN) False Positive (FP) False Negative (FN) 

MC1 18 81 1 6 

MS1 60 129 12 1 

MC2(Week 5) 30 88 3 11 

MC2(Week 12) 39 89 2 2 

MS2(Week 5) 80 134 9 18 

MS2(Week 12) 83 134 9 15 

 

Figure 7 visualises the three clusters identified by k-means across three axes related to grade (course), Journal and 

Quiz totals for different MC1 and MS1, MC2, MS2, MC3, and MS3. In the clusters shown, blue represents the 

group (not at risk) most likely to progress through the course, the green cluster represents the group (likely at risk) 

which could go either way as regards the curriculum with indicators around average level. The red cluster group 

(at risk) are those most likely to not progress through the course based on indicators.  

 

 

Figure 7. Three Clusters Analysis of Patterns Across Datasets 
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From the analysis of cluster predictions and comparisons shown in the following tables with cluster results, those 

formed at the end of the semester were more accurate in identifying students who were at risk of failing the course 

than those formed early on implying that with more data coming through over the weeks of the semester, the 

model gets better.  

 

The results from Table 7 validated on the MS2 and MC2 datasets showed that a cluster value of 3 was better at 

identifying more students who were at risk of not being successful with the course as early as week 5. The same 

process of cluster analysis for MS1 and MC1 applied to MS2 and MC2 datasets for validation, showed that 3 

clusters were better at identifying students who were at risk of not passing the course as early as week 5. This 

was also applied to MS3 and MC3 with 3 clusters still better. 

 

A table showing the results of Recall, Precision and Accuracy scores when the predicted clusters were compared 

with the actual student categories from k-means cluster validations for MS1 and MC1 is presented in Table 7: 

 

Table 7. Cluster Validation Evaluation Results for MS1, MC1 for 2 and 3 Clusters. 

Dataset (Week 12) Recall % Precision % Accuracy % Number of Clusters 

Science 20/21 MS1 98.36% 83.33% 93.56% 2 

Science 20/21 MS1 100% 72.62% 88.61% 3 

Computing 20/21 MC1 75.00% 94.74% 93.40% 2 

Computing 20/21 MC1 95.83% 65.71% 87.74% 3 

 

Exploring Evaluation Metrics for K-means 

 

Based on the results in Table 7 from the 2020/2021 datasets, it is evident that the precision and overall accuracy 

decrease when the number of clusters is increased from two to three, but the recall increases for both science and 

computing datasets. Because of the greater importance of identifying at-risk students, a cluster value of 3 is 

preferable. This choice of cluster number and model is validated on the 2021/2022 datasets (MS2 and MC2), and 

data were extracted at two separate times, at the fifth week when new students were mostly settled and familiar 

with their learning environment, and data were also collected at the end of the semester (Week 12). The k-means 

model, using two and three clusters, was implemented for data extracted at week 5 and the final week before 

exams. Predictions were made for the datasets, and when the overall results of the students were obtained, these 

predictions were compared with the actual results of the students. Table 8 shows the results from the MC2 and 

MS2 datasets captured at week 5 for two and three clusters. 

 

Table 8. Week 5 Model Prediction Evaluated across Different Metrics 

Dataset (Week 5) Recall Precision Accuracy Number of Clusters 

Computing 21/22 (MC2) 73.17% 90.91% 89.39% 2 

Computing 21/22 (MC2) 97.56% 59.70% 78.79% 3 

Science 21/22 (MS2) 81.63% 89.89% 88.80% 2 

Science 21/22 (MS2) 93.88% 73.60% 83.82% 3 
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As seen from Table 8, the pattern of an improvement in recall with an increase from two to three clusters is 

consistent with previous patterns while precision and accuracy drop for both groups.  

 

Table 9 shows metric results obtained for MC2 and MS2 when week 12 predictions were compared with final 

student outcome of pass/fail: 

 

Table 9. Model Evaluation for MC2 & MS2 at Term End 

Dataset (week 12) Recall Precision Accuracy Number of Clusters 

Computing 21/22 (MC2) 95.12% 95.12% 96.97% 2 

Computing 21/22 (MC2) 100.00% 65.08% 83.33% 3 

Science 21/22 (MS2) 84.69% 90.22% 90.04% 2 

Science 21/22 (MS2) 96.94% 77.87% 87.56% 3 

 

The results show better recall values using the 3 clusters approach for predictions made using k-means at week 5 

and the end of the semester. The results also show that the performance metrics improve across recall, precision, 

and accuracy when predictions are made using datasets at the end of the semester. A final model evaluation test 

was also carried out on MS2 and MC2 using only a cluster value of 3 and time periods at week 7 and week 12. 

Following this approach, the results shown in Table 10 were obtained. Minimum recall percentage of 70.69% was 

achieved in week 7. 

 

Table 10. Model Evaluation on MC3 and MS3 for Three Clusters at Week 7 

Dataset  Recall Precision Accuracy Number of Clusters 

Week 7 (MS3) 70.69% 51.90% 74.30% 3 

Week 12 (MS3) 100.00% 63.04% 84.11% 3 

Week 7 (MC3) 94.44% 36.17% 49.18% 3 

Week 12 (MC3) 100.00% 57.14% 77.87% 3 

 

At week 12, the comparison between predicted results and actual student performance using the ground truth and 

evaluation metrics, reaffirms that a cluster value of 3 provides a better recall at the compromise of accuracy and 

precision. The average accuracy across MC2, MS2, MC3 and MS3 early on (week 5 &week 7) Considering the 

early accuracy predictions for MC2, MC3, MS2 and MS3 was 71.52% with an average recall of 89.14%. The 

resulting clusters from the k-means algorithm were categorized into three groups: "at risk," "likely at risk," and 

"not at risk,”. A combination of the “at risk” and “likely at risk” clusters named based on inspection of final course 

performances, was better at identifying all cases of students at risk early on. 

 

Confusion Matrices were used to visualise the cluster validations based on True Positives, True Negatives, False 

Positives and False Negative values which are easily seen via the heatmap, as shown in the MC3 and MS3 visuals 

in Figure 8. Figure 8 shows comparison of predicted cluster categories with actual outcomes. The number of 

students in each box correspond to the True Positives, True Negatives, False Positives and False Negative 

predictions from the model upon which the metrics were calculated for MC3 and MS3.  
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Figure 8. Heatmap Showing Confusion Matrices for MC3 and MS3 

 

Conclusions 

Can historical data (three years) uncover patterns and insights between successful and unsuccessful 

students based on their interactions and learning behaviour?  

 

Historical data analysis effectively uncovered distinct behavioural patterns between successful and unsuccessful 

students, which led to a better understanding of student behaviour. There were also key indicators of student 

success found in data analysis. Analysis of features showed that higher interaction frequency, shorter gaps 

between interactions, and better attendance consistently correlated with better academic performance. Potential 

times for targeted interventions were also uncovered from patterns in student engagement. Monitoring these 

indicators on an ongoing basis would be a valuable tool for identifying struggling students early leading to more 

proactive retention strategy and learner support from the institution. 

 

Can machine learning models predict risk/struggling students with good accuracy? What are the early 

indicators that predict students’ success or disengagement? 

 

Unsupervised machine learning models evaluated, demonstrated promising results in predicting students' success 

and risk of disengagement. The results indicated that the models, particularly the k-means clustering algorithm, 
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showcased significant potential in identifying at-risk students early in the academic term. 

 

Features such as quiz activity, attendance, journal activity, and interaction frequency emerged as critical indicators 

of student success. Experimenting with cluster values of 2 and 3 showed reliable identification of at-risk students 

with early recall accuracy exceeding 70% as early as week 5. These findings highlight the usefulness of machine 

learning models for proactive student support and intervention based on the early indicators. Information from 

these can assist educational institutions to best cater for student needs. 

 

How effective is automated and personalised feedback as an intervention method? 

 

This research demonstrated the efficacy of automated and personalised feedback as an intervention method. The 

overwhelming positive perception from students on receiving this form of feedback and their preference for 

receiving it via email highlights the need for building such systems at scale. 93% of students (n=365) found the 

feedback style very useful with comments from student showing great positive perception and crucial in fostering 

positive learning experiences and engagement.  

 

Recommendations  

 

Based on the promising results from this study, it is recommended that the areas of Natural Language Processing 

(NLP), Large Language Models (LLMs), and AI Agents be further evaluated to determine their impact on 

Educational Learning Analytics. As technology in the field of Artificial Intelligence continues to develop rapidly, 

there is a need for extensive research to understand how these technologies affect learning analytics. 
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