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 Artificial Intelligence has recently emerged as an important topic in the 

educational landscape and how it affects teachers’ professional knowledge. We 

investigated the alignment of Artificial Intelligence (AI) specifically ChatGPT in 

providing feedback on student output compared to teachers in the science 

classroom. Using an explanatory sequential mixed-methods design, we analyzed 

47 student submissions assessed by both teachers and ChatGPT, guided by pre-

established grading rubrics on two different student outputs of a certain university 

in Mandaluyong City, Philippines. Using Spearman’s Rho and Cohen’s Kappa we 

quantitatively explored the correlations of the evaluations of both AI and 

Teachers. It revealed weak correlations and low inter-rater agreement, indicating 

limited alignment between AI-generated and teacher evaluations, especially in 

subjective and interpretive components. Qualitatively, we interviewed science 

teachers, the result highlighted that, while AI feedback was efficient, consistent, 

and structured, it often lacked contextual depth, emotional tone, and pedagogical 

insight. Teachers valued AI’s ability to support routine tasks but emphasized the 

irreplaceable role of human judgment in assessing higher-order thinking and 

student-specific needs. We concluded that AI is a valuable supplementary tool 

rather than a replacement for educators. Our findings contribute to the ongoing 

discourse on ethical and pedagogically sound integration of AI in classroom 

assessment practices. 

Keywords 

Artificial intelligence 

ChatGPT 

Student assessment 

Teacher’s feedback 

Technology education 

 

 

Introduction 

 

The arrival and exponential growth of Artificial Intelligence (AI) are transforming education. ChatGPT of OpenAI 

is increasingly being applied in schools through automating marking and providing feedback on student work. 

The application of such systems provides a host of advantages that can make a significant difference to the learning 

experience of students. Firstly, they assist teachers in saving time, which can be utilized in taking up more 

significant tasks. Secondly, AI assists in the standardization of grading, removing individual bias from marking 

work that occurs when a teacher does grades. This minimizes the teacher's workload as they would experience 

with large class sizes (Delello et al., 2025; Magtalas, 2024). One of the greatest advantages of applying AI in 

education is that it can apply grading rules uniformly. This is superior to human graders, who might be influenced 

by fatigue or bias. This aspect is extremely helpful in large classes, where uniform grading can be difficult to 

attain (Ragolane et al., 2024). Moreover, AI provides feedback, and the students can get instant information about 
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their performance. This instant feedback can have the power to make the learning process interesting, so that the 

students can learn and enhance quickly (Seo et al., 2021). Though AI is beneficial in education, there are real 

problems with the quality and suitability of AI-provided feedback. It is not capable of dealing with subjective 

feedback that should be thought through more, analyzed more thoroughly, and pictured (Gobrecht et al., 2024; 

Zhang et al., 2025). For instance, Kemal and Liman-Kaban's (2024) study revealed that AI tends to stick to 

technical writing norms but differs from human judgment in aspects of comprehension and in-depth assessment.  

 

In science education, students do not merely memorize facts; they must think critically and comprehend concepts 

thoroughly (Kotsis, 2024). The research "Towards Adaptive Feedback with AI" revealed that although AI 

provides accurate feedback on science activities, it sometimes lacks the contextual understanding that human 

feedback can provide (Seßler et al., 2025). This emphasizes what AI cannot do well in contexts where personal 

insight and profound understanding matter (Vieriu & Petrea, 2025). Another study indicated that students 

appreciate just how immediate and unbiased AI feedback is, but they do perceive that it is less real or encouraging 

than feedback from humans (Petersen, 2024).  

 

Educational feedback is not one-dimensional. It is not merely identifying errors; it also encourages students, 

assists them in persevering, and improves critical thinking (Câmpean et al., 2024; Evans, 2013; Thompson et al., 

2023). For teachers, using AI can have both positive and negative sides. The majority of teachers believe it can 

improve efficiency, but they worry about AI understanding good writing and developing emotional relationships 

with students (Mogavi et al., 2023; Seo et al., 2021). One study highlighted the importance of correct training and 

revising AI-curricula to guarantee the effective and responsible use of AI in science education (Chichekian & 

Benteux, 2022). 

 

Transparency and equity complicate the role of AI in assessments (Memarian & Doleck, 2023). Bulut et al. (2024) 

identified that AI inherits biases from the training data, which can further perpetuate inequality. Additionally, AI's 

"black box" creates issues about accountability and trust in AI feedback because the inner mechanisms of such 

systems are typically unknown to the users. There is extensive research on the use of AI to support education, yet 

numerous key questions are still unaddressed (Ali et al., 2023; Al-Jahwari & Yousif, 2025; Gayed, 2025). For 

example, there is minimal evidence comparing teacher feedback to AI feedback, specifically for science projects. 

More research is needed to establish how effectively AI performs regarding the grading rubrics for objective and 

subjective exams (Awidi, 2024; Terrazas-Arellanes et al., 2025). In addition, while AI can be effective, there are 

not enough in-depth studies comparing the time and resources needed for AI feedback and feedback from teachers 

in real-world classrooms (Memarian & Doleck, 2023). 

 

This study was designed in response to the growing presence of Artificial Intelligence in education, particularly 

in the area of assessment. In this study we used ChatGPT to automate grade and provide feedback related to 

student’s activities. As classrooms become increasingly augmented by intelligent systems, it becomes essential to 

critically examine how these technologies align with the standards and expectations long held by educators. The 

study set out to explore the degree to which AI systems adhered to pre-established grading rubrics in comparison 

to teachers, a question that is central to understanding the validity and fairness of AI-assisted assessment. In doing 
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so, the research aimed to ground the conversation on AI in a pedagogical framework that respects the complexity 

of learning, especially in science education, where understanding goes beyond correct answers. 

 

At the same time, the study recognized that assessment is not merely a technical process, but a relational and 

reflective one. By identifying the potential strengths and limitations of AI feedback, the research aimed to 

contribute to a more balanced and thoughtful approach to technology integration. Rather than framing AI as a 

replacement for educators, the study positioned it as a tool whose value must be continually assessed in light of 

human judgment, pedagogical context, and the deeper purposes of education. 

 

Research Literature 

Teacher and AI Alignment with Pre-established Grading Rubrics  

 

AI systems align effectively with pre-established grading rubrics by ensuring the consistent application of criteria 

without human biases, which is a significant advantage, particularly in large-scale assessments (Gnanaprakasam 

& Lourdusamy, 2024; Trikoili et al., 2025). Grading consistency is often a challenge in environments with 

multiple human evaluators, where variability can arise due to unconscious biases or subjective judgment (Malouff 

& Thorsteinsson, 2016). AI systems can mitigate this issue by adhering strictly to the standardized grading criteria, 

making AI especially valuable in situations where fairness and uniformity are critical (Gnanaprakasam & 

Lourdusamy, 2024). This is particularly true when assessing quantifiable metrics, such as grammar, structure, and 

factual accuracy. AI can apply these criteria with precision, offering a consistent and objective evaluation that 

aligns with surface-level aspects of the grading rubric (Atasoy & Arani, 2025; Topping et al., 2025). 

 

Studies consistently highlight AI's strength in aligning with pre-established grading rubrics, particularly for 

objective criteria such as grammar, structure, and factual accuracy (Bouziane & Bouziane, 2024; Myint et al., 

2024). Kemal and Liman-Kaban (2024) emphasized that AI systems excel in applying rubric-based standards 

consistently, reducing human bias and grader variability. This is particularly advantageous in large-scale 

assessments where maintaining fairness is crucial (Herman & Cook, 2019; Tierney, 2016).  A critical component 

in assessing the validity of feedback systems is their alignment with rubric criteria. While artificial intelligence 

offers rapid evaluations, recent studies question its precision in nuanced assessments (Bed i̇Zel, 2023; Swiecki et 

al., 2022). Literatures also points out AI’s limitations in subjective assessments (Almatrafi et al., 2024). AI 

systems struggle with evaluating creative outputs, critical thinking, and nuanced argumentation. Human teachers 

surpass AI in interpreting intent, tone, and contextual relevance, which are often beyond AI's algorithmic scope 

(Vieriu & Petrea, 2025; Al-Zahrani, 2024). AI systems encounter difficulties when evaluating more subjective 

aspects of student work, also, tasks that require creativity, critical thinking, or deeper contextual understanding 

often elude AI’s capabilities (Malik et al., 2023; Lawasi et al., 2024). AI systems can struggle to assess originality, 

tone, and intent in student submissions, essential components of subjective evaluations (Awidi, 2024; Revell et 

al., 2024). As a result, while AI is highly effective in grading factual content, it may fall short when required to 

evaluate higher-order thinking skills, creative expression, or nuanced judgment (Jones-Jang et al., 2025: Malik et 

al., 2023; Chan & Hu, 2023). 
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Students’ Assessment Feedback of Teachers and AI 

 

AI feedback is widely recognized for its efficiency, clarity, and uniformity (Escalante et al., 2023; Jacobsen & 

Weber, 2025; Venter et al., 2024). AI-generated responses provide straightforward, linguistically simple feedback 

that is particularly beneficial for non-native English speakers and large classes (Escalante et al., 2023; Mogavi et 

al., 2023). The ability to deliver immediate feedback allows students to make timely improvements (Ajogbeje, 

2023; O’Neil et al., 2010). Furthermore, AI systems are capable of providing instant feedback, which is especially 

beneficial in large or online classes where personalized attention from human instructors may be limited (Gligorea 

et al., 2023; Labadze et al., 2023; Seo et al., 2021; Wang et al., 2024;). In the same manner, AI feedback is often 

structured, direct, and simple, making it easily understandable for students (Escalante et al., 2023). This clarity is 

particularly advantageous for students who benefit from clear, concise instructions, such as non-native English 

speakers (Bolkan, 2015). By its very nature, therefore, AI feedback for student’s outputs is uniform, meaning that 

every student receives feedback based on the same set of predefined rules and criteria, promoting fairness and 

equity (Singh et al., 2024; Swiecki et al., 2022; Trigo et al., 2024). 

 

In contrast, feedback from teachers is generally richer, more empathetic, and contextually relevant (Adarkwah, 

2021; Rowe, 2016; Wang et al., 2021). Teachers can offer personalized insights, drawing on their understanding 

of each student’s learning journey, emotional state, and unique challenges (Frenzel et al., 2021; Gunawardena et 

al., 2023; Rahman et al., 2024). This feedback is often viewed as more meaningful and engaging because it is 

delivered with an understanding of the student's circumstances (Adarkwah, 2021; Evans, 2013). Moreover, teacher 

feedback provides motivation, encouragement, and emotional support, fostering a deeper connection between the 

student and teacher (Guo et al., 2025; Wang, 2025). Unlike AI, which cannot adapt its tone based on a student’s 

emotional needs, teachers can adjust their feedback to be more supportive or motivational, depending on the 

situation (Nikitina & Ishchenko, 2024; Ruwe & Mayweg-Paus, 2023). Teacher feedback is also characterized by 

its personalized, empathetic, and context-aware nature (Aldrup et al., 2022; Rochera et al., 2021). Thus, teacher 

feedback motivates students, offers deeper insights, and fosters meaningful engagement and teachers consider the 

learner’s journey, emotional state, and socio-cultural background, which enhances the quality of feedback and 

promotes deeper learning (Morrison & Jacobsen, 2023; Zheng, 2022; Zhang & Hyland, 2021). 

 

Methodology 

 

We aimed to explore how artificial intelligence (AI) compares to human teachers in delivering feedback on student 

assignments. We focused on two main aspects: the alignment of AI-generated feedback with established grading 

rubrics and the perceived quality of that feedback from an educational perspective. To achieve this, we employed 

an explanatory sequential mixed-methods design, beginning with quantitative data collection and analysis, 

followed by a qualitative phase to provide deeper insight. We worked with two science teachers who provided a 

set of forty-seven graded laboratory reports at a certain university in Mandaluyong City, Philippines, which we 

used to compare their assessments with those generated by an AI tool using the same rubric. 

 

After the quantitative phase, we conducted interviews with five in-service science teachers who were not involved 
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in the initial grading. Using a semi-structured interview protocol, we asked them to evaluate and reflect on both 

teacher and AI feedback. We transcribed and thematically analyzed the interviews to understand participants’ 

perceptions across various dimensions. All tools used in the study such as grading rubrics, the AI prompt, and the 

interview guide—were reviewed by experts to ensure validity and clarity. Through this design, we sought to build 

a comprehensive understanding of the potential and limitations of AI in educational feedback, grounded in both 

numerical alignment and lived user experience. 

 

Participants 

 

We involved two faculty members from the Science Department at Rizal Technological University (RTU). Both 

are licensed science teachers with a lot of experience teaching hands-on, lab-based courses at the college level. 

They were intentionally chosen because of their expertise and regular involvement in laboratory instruction, which 

made them a good fit for what this study set out to explore. One of the professors shared 15 student lab activities, 

while the other provided 32. These weren’t just the student submissions; they came with the full package: the 

evaluation rubrics, student scores, and the feedback given by the teachers. All of these materials became the 

foundation for comparing how the teachers and the AI graded and gave feedback. Even though the number of 

activities varied between the two professors (mostly due to different class sizes and workloads), the process stayed 

consistent. Each student submission was evaluated using the original rubric from the respective teacher, keeping 

the assessment fair and aligned across the board. 

 

Research Instrument and Data Gathering  

 

We utilized 2 types of instruments; Instrument 1 is the prompt that was made by the researchers. This prompt is 

used because it helps with getting the response of AI (ChatGPT) on how it scores the activity of students and 

provides feedback on their performance in the given lab activity, along with these, the result will help to identify 

the themes that will be used to compare the work of teachers and the AI. The activities were provided by the 2 

faculty and with pre-established rubrics. Instrument 1 or the prompt was validated by three faculty experts. They 

validated it on the following criteria: clarity, appropriateness of language and sequence and efficiency. The 

validators provide comments and suggestions which were then adapted by the researchers. The validated prompt 

was the one input in the AI (ChatGPT) system. 

 

Instrument 2 is an interview guide, specifically a semi structured interview that was used in gathering data for the 

qualitative part of the study. Specifically, it was focused on the strengths and limitations of the AI system. The 

same instrument was also validated by the same faculty experts. The validation paper includes the improvement 

of the questions in terms of clarity, relevance, appropriateness, organization, and the use of language in the set of 

questions. The validators assessed and provided suggestions. 

 

After all the necessary instruments were validated, we then gathered the data needed in our study. A letter was 

provided to the College of Education Dean of the Rizal Technological University to request permission for the 

conduct of interviews and data collection. The letter was then submitted to the school’s Data Privacy Office 



International Journal on Studies in Education (IJonSE) 

 

 

1033 

(DPO). After receiving approval, we proceeded with the two faculty members involved in the study. Letters were 

given to these faculty members requesting permission to collect their students' lab activities and the rubrics they 

used as the basis for grading those works. These materials were also intended to be used as input for AI (ChatGPT) 

assessment. Additionally, individual feedback or comments on each student's work were requested.  

 

The data acquired from the two teachers were as follows: Teacher 1 provided lab activities related to insect 

displays. A total of 15 activities were collected, along with their scores and the feedback given, including the 

grading criteria used. These criteria were also used as input when prompting the AI (ChatGPT) system. Teacher 

2 provided 32 activities, which involved the creation of lesson plans. These were also submitted along with the 

corresponding scores, feedback, and a different set of grading criteria used for evaluation.  

 

After collecting all the necessary data from the teachers, we began prompting the activities into the AI using the 

approved and validated prompt. The student activities provided by the teachers, along with their respective grading 

criteria, were inputted into the ChatGPT, and the AI was asked to provide feedback on each activity. After 

processing all 47 activities—previously scored and commented on by the teachers, we successfully obtained AI-

generated scores and feedback for all 47-student works using the ChatGPT system. After collecting the data, the 

researchers proceeded with a semi-structured interview to address the strengths and limitations of ChatGPT. We 

interviewed the involved science faculty members. The interview consisted of seven questions, all aimed at 

gaining insights into the use of AI in their field of work, whether it supports their own learning, assists in grading 

students, and their views on the reliability and overall considerations of using AI in education. With all these 

components, we were able to obtain a concrete perspective on how they view ChatGPT as an AI for assessing 

student works. After collecting the responses from the four science faculty members, the researchers transcribed 

the answers and compiled the data for thematic analysis. 

 

Data Analysis  

 

The quantitative data for the research were subjected to statistical analysis using a freeware statistical software 

named Jamovi. We used Cohen’s Kappa to get the inter-rater agreement of both the teachers and ChatGPT. To 

explore more the connection between the assessments of the teachers and ChatGPT, we also computed the 

Spearman Rho correlation. We used the Spearman Rho correlation as the quantitative data is not normally 

distributed. 

 

Results and Discussion 

The Extent of AI Systems Aligning with Pre-Established Grading Rubrics compared to Teachers. 

 

The level of agreement between Teacher 1 and AI System 1 for activity in insect displays has produced a 

Spearman's rho measurement of 0.250, this means that there is a weak positive monotonic relationship between 

the two grading assessments (see Table 1). The corresponding p-value of 0.369 is greater than the conventional 

alpha that is 0.05, which suggests that the observed relationship between Teacher 1 and AI 1 grading doesn’t 

present strong evidence of agreement. On the other hand, the Cohen's Kappa measurement that assessed the inter-
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rater agreement over chance for categorical data, is 0.23. Based on Landis and Koch's (1977) scale, this is only a 

"fair" agreement (0.21–0.40). Although not trivial, the agreement indicates a considerable amount of variety on 

how Teacher and AI give scores, suggesting inconsistency in categorical judgments.  

 

Table 1. Teacher 1 and AI System 1 Cohen’s Kappa and Spearman Rho (Insect Displays) 

Measure Value Df p-value 

Spearman’s rho 0.250 13 0.369 

Cohen’s Kappa 0.23 — — 

 

The findings gave a clear understanding of the degree to which AI systems align with pre-existing rubrics with 

those of teachers. The low agreement found between teacher scores and AI scores suggests that AI and teachers 

were not able to come into agreement in certain categories in giving feedback with students' activities. Although 

there is some level of agreement, the moderate correlation points out inconsistencies that could be due to different 

interpretations of the criteria from the rubrics or the AI's inability to investigate contextual and semantic 

refinements in student activities. Though AI can offer teachers the opportunity to make their work easier, it is not 

necessarily well-suited to handle the human language and logic that goes into grading more subjective activities 

(Wang et al., 2024). AI systems might struggle with more structured activities as AI systems cannot fully analyze 

it than a human teacher that would naturally factor in (Celik et al., 2022; Jie & Kamrozzaman, 2024; Memarian 

& Doleck, 2024). These results suggest that AI models must be made more context-sensitive through further 

training or that hybrid evaluation methods must be created that use AI's efficiency with teacher oversight to offer 

more equitable, accurate grading (Coskun & Alper, 2024; Salih et al., 2024). 

 

Teacher 2 and AI System 2 for student activity in lesson planning present a virtually non-existent monotonic 

relationship, as reflected in a Spearman's rho of – 0.017, showing an essentially non-existent correlation between 

rankings of student scores made by the teacher and the AI system (see Table 2). Additionally, the p-value of 0.926 

is significantly distant from statistical significance, further suggesting that the result obtained is likely the result 

of random variation and does not represent a meaningful relationship.  

 

Table 2. Teacher 2 and AI System 2 Cohen’s Kappa and Spearman Rho (Lesson Plans) 

Measure Value Df p-value 

Spearman’s rho -0.017 30 0.926 

Cohen’s Kappa 0.111 — — 

 

The Cohen's Kappa of 0.111 indicates poor agreement between the two raters. On the Landis and Koch (1977) 

scale, this is in the range indicating extremely limited consistency in categorical judgments. In effect, the teacher 
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and the AI system disagreed rather strongly about how they were judging and classifying student work.  

 

The findings highlight significant concern regarding the validity of the artificial intelligence system to imitate 

human processes of evaluation, especially in settings that require subjective judgment. The observed inconsistency 

may result from inherent variations in the interpretations and application of grading rubrics by the teacher and the 

AI (Fuller & Bixby, 2024; Taylor et al., 2024; White & Klette, 2023). The teacher, for example grading lesson 

plans, may consider factors like creativity, effort, or relevance to the situation—qualities the AI may not have been 

trained to identify or assess adequately (Ayanwale et al., 2022; Gnanaprakasam & Lourdusamy, 2024). The 

training data and assessment frameworks employed by the AI system may not be also aligned with the context-

dependent and subjective standards typically employed by teachers. This points to the risks of implementing such 

systems in sensitive educational settings without human intervention. The limited correlation and agreement 

emphasize the requirement for widespread calibration of artificial intelligence software (Díaz-Rodríguez et al., 

2023; Hradecky et al., 2022; Perifanis & Kitsios, 2023). Until these machines are properly calibrated to reflect 

human assessment methods, particularly in subjective areas, their deployment should be confined to assisting roles 

under human oversight, not as independent grading mechanisms (Ho-Dac & Martinez, 2025). 

 

AI Systems Feedback compared to Feedback from Teachers 

 

The teacher and AI-assisted feedback for insect collection activity focused on similar aspects, like presentation 

quality, specimen variety and pinning technique (see Table 3). However, each feedback has different parts of 

student learning. The key difference lies in how each feedback method works and the benefits they provide for 

assessment and student growth. Human feedback is highly effective because it notices contexts and uses sensory 

judgment. It can pinpoint specific problems, like missing materials (such as mothballs or scratch tape), improper 

spread wings, or specimens that are still moving. Manual feedback also accounts for the behaviors, such as 

whether submissions are on time. It is something AI currently cannot measure. Furthermore, human evaluators 

often use a direct and sometimes blunt approach, which may seem harsh, but gives clear and straightforward 

guidance. This feedback helps students understand exactly what is wrong and what they need to improve.  

 

Table 3. Comparison of Teacher 1 and AI 1 in Insect Collection: Thematic Analysis 

Themes Present in Both Unique to Teacher 1 Unique to AI (ChatGPT) 

-Presentation and 

Organization (well-

organized display, visually 

appealing arrangement)  

-Specimen Diversity 

(presence or lack of variety)  

-Pinning Technique     

(accuracy and correctness of 

specimen mounting) 

-Missing Materials (e.g., 

no mothballs, scratch tape) 

-Still Moving Specimens 

-Outspread Wings 

-Late Submission 

-Blunt Tone  

-Direct Correction 

-Scientific Naming and Data 

Detail             (encouragement to 

include full scientific names, 

collection dates, locations)  

-Encouraging Tone and Praise              

(“Great job,” “Outstanding work,” 

etc.) 

-Focus on Rare/Uncommon 

Species                  

(Suggestion to collect rarer species) 
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AI-assisted feedback is strong in consistency, detail, and motivation. It helps students by encouraging them to 

include scientific names, accurate data, and even rare species. One of AI's unique strengths is its positive way of 

framing suggestions. This positive tone helps reduce anxiety and boosts student confidence. The strengths of both 

teacher feedback and AI suggest they work well together (Escalante et al., 2023; Malik et al., 2023). Teacher 

feedback is essential for handling real-world issues, observing complex behaviors, and providing guidance while 

AI is great at analyzing data, giving positive reinforcement, and ensuring (Lin & Chen, 2024; Lin et al., 2023. 

Using them together can create a feedback system where machines improve teaching and human insights enhance 

algorithmic assessments (Memarian & Doleck, 2023; Shum et al., 2023). Educators and institutions should think 

about combining these methods to offer feedback (Jin et al., 2025). 

 

Comparison of the analysis of the lesson plan feedback of teacher 2 and AI shows similarities and differences in 

terms of depth of understanding (see Table 3). They recognized the main teaching strengths as well-organized 

lessons, appropriate scientific content with emphasis on the students. For instance, they valued the systematic 

order of lesson elements from introduction to conclusion and proper scientific use of motivational techniques like 

puzzles, games, and real-life examples. Weaknesses noted by them were transitions from one subject to another 

being smoother and the use of more varied assessment instruments for improved understanding of student 

learning. These similarities show an agreement of opinion on significant practices of teaching essential for 

effective learning.  

 

Table 4. Comparison of Teacher 2 and AI 2 Feedback in Lesson Plan: Thematic Analysis  

Shared Themes Unique to Teacher 2 Unique to AI 

-Formative Assessment Tools: 

Present but needing 

enhancement  

-Summative Assessment 

Structures: Require better 

structure and alignment 

 -Creative Motivation 

Activities: Games, puzzles, 

real-life tasks  

(e.g., “2 Truths and a Lie”)  

- Student-Centered Learning: 

Emphasized by both  

-Content-Student Connection: 

Both mentions improving 

relevance  

-Suggestions for rubrics, 

checklists, and oral reflections  

-Inclusion of metacognitive 

tools like journals and 

reflective questions  

-Activities deeply tied to 

content (e.g., dart throwing to 

explain principles)  

-Assessment of motivation’s 

relevance to learning outcomes  

-Feedback links pre-activity 

(e.g.,  

PowerPoint) to student 

backgrounds   

-Emphasizes learner autonomy 

through reflection and 

exploration  

-Identifies over-reliance on 

simple recall (e.g., T/F questions)  

-Recommends performance tasks 

but in broad, non-specific terms  

-Recognition of humor and 

cultural references (e.g., vinegar, 

memes)  

-Encouragement for 

developmentally appropriate tasks  

-Praises relatable items like 

scavenger hunts or introductory 

demos  

-Focuses on accessibility and 

developmental fit, less on deep 

alignment to learner needs 

 

AI feedback tends to recognize correctness of content but provides generic feedback on how to improve without 
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pointing out particular gaps in concepts or student confusion. It reflects a weakness in AI to deal with complex 

subject matter. While AI feedback identifies the use of SMART goals and interactive features, it also tends to 

comment on vague verbs like "explain" without recommending functional substitutes. Teacher feedback, on the 

other hand, judges the alignment of these goals with Bloom's Taxonomy and the way support develops at different 

levels of understanding. Teacher feedback provided explicit solutions in the form of rubrics, checklists, short 

quizzes, and reflective methods like journals and oral reflection. It highlighted ensuring alignment of formative 

and summative assessment to learning objectives and instructional strategies.  

 

Regarding relevance and student-centeredness, AI feedback focused on accessibility, while teacher feedback 

emphasized student autonomy, reflection, and incorporating students’ past experiences. It suggested connections 

between pre-activities and students' backgrounds and included reflective moments that encourage ownership of 

learning. It highlights the teaching insight that human evaluators offer in assessing how lessons support diverse 

learning needs. In conclusion, while AI feedback provides a structured and efficient evaluation, teacher feedback 

offers a more thoughtful and pedagogical sound analysis (Escalante et al., 2023; Memarian & Doleck, 2023; Pang 

et al., 2024). 

 

AI as Used in Grading Students’ Activities as Perceived by Teachers 

 

Table 5. AI Systems in Providing Feedback and Grades as Perceived by Teachers 

Theme Code 

Usefulness and Efficiency 

AI facilitates faster task completion and easier access to information or 

evaluation. 

Use of AI to design materials, activities, or assess outputs. 

Limitations and 

Misalignment 

AI feedback may produce irrelevant, incorrect, or misaligned 

suggestions. 

AI mistakenly labels original work as AI-generated or plagiarized. 

Human vs. AI Feedback 

Teacher feedback includes compassion, context, and consideration of 

student conditions. 

Preference for using both AI and teacher input for better outcomes, 

Improvement and 

Suggestions 

The importance of crafting accurate prompts to get effective AI 

feedback. 

Need for AI to align feedback with real-world rubrics or learning 

standards. 

 

Teachers expressed a strong appreciation for the usefulness and efficiency of AI in supporting their professional 

responsibilities specifically grading student outputs. Many respondents emphasized how AI tools enhanced their 

productivity by assisting in the generation of instructional materials and feedback. A strong appreciation for the 

usefulness and efficiency of AI was seen in the answers of the teachers, which resonates about AI supporting 

professional responsibilities. The respondents echo how AI tools enhanced their productivity. One respondent 
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noted, 

“it helped me improve my work efficiently” (Respondent 1). 

While another stated, 

“it makes me feel convenient in my part” (Respondent 2). 

 

These insights are in line with findings from Zawacki-Richter et al. (2019) who observed that AI systems can 

reduce the time teachers spend on routine tasks, allowing more focus on student-centered learning. AI was also 

praised for improving time management and lesson planning, as one respondent shared,  

“Allows us to use our time efficiently” (Respondent 3). 

Beyond efficiency, teachers described AI as a tool that supports creativity and instructional design. Respondent 1 

mentioned that AI helps 

“craft questions, activities for my students,” 

while Respondent 5 remarked that it  

“helped me construct comprehensive feedback.” 

Another respondent added the following highlighting its versatility,  

“use AI to guide presentation” (Respondent 2) 

  

These perspectives align with Memarian and Doleck (2023), who noted that AI facilitates content generation and 

can scaffold pedagogical tasks. However, researchers such as Luckin et al. (2016) caution that while AI enhances 

convenience, overreliance may limit teachers' professional growth and pedagogical decision-making. Despite the 

perceived advantages, teachers also identified several limitations and misalignments in AI-generated feedback. 

Key concerns involved the accuracy, contextual fit, and potential for erroneous assessments. As one teacher 

explained,  

“output differs from expectations” (Respondent 1), 

while another observed,  

“AI did not give accurate information” (Respondent 2). 

A third respondent reported,  

“emphasized aspects not aligned with rubric” (Respondent 4), 

indicating that AI feedback may fail to reflect instructional goals or assessment standards. These findings reinforce 

critiques by Ng et al. (2023), who argues that AI lacks the situational awareness necessary to interpret learning 

outcomes meaningfully. Furthermore, some participants reported negative experiences with plagiarism detection 

systems, which incorrectly flagged original work. For example, Respondent 3 stated,  

“AI may mistakenly identify your work as AI-generated,” 

and added,  

“detected paraphrased words as plagiarized.” 

This aligns with concerns raised by Zhai et al. (2024) and Wang and Tahir (2020), who warned that algorithmic 

approaches can misclassify content, creating distrust and anxiety among students and teachers. Such incidents 

highlight the need for human oversight and validation in AI-assisted evaluation processes. In discussing the 

differences between human and AI feedback, respondents consistently favored the human approach for its 

contextual and emotional richness. Teachers valued feedback that is empathetic, student-sensitive, and aligned 
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with professional philosophy. For example, Respondent 1 expressed that  

“teacher feedback is coupled with emotions” 

and 

“considers student sensitivity, struggles, and needs.” 

 

Likewise, Respondent 4 noted that  

“teacher feedback includes teaching philosophy,” 

suggesting that educators view their feedback as deeply connected to their values and the socio-emotional context 

of learners. These findings echo Henderson et al.’s (2019) assertions that feedback is most effective when it 

considers both cognitive and affective dimensions. While some respondents acknowledged AI's efficiency, they 

advocated for a blended model. Respondent 5 recommended the  

“co-intelligence of teachers and AI,” 

while Respondent 3 stated,  

“get feedback from both,” 

and Respondent 2 acknowledged,  

“both… but there are limitations in using technology.” 

This co-intelligence model is supported by Luckin et al. (2016) who argue that AI should augment human insight 

rather than substitute it. Teachers see value in combining the scalability and speed of AI with the human capacity 

for empathy, contextualization, and moral judgment. 

 

Teachers offered recommendations for improving AI systems, primarily focusing on prompt engineering and 

rubric alignment. Several noted that the effectiveness of AI feedback depends on how well users phrase their 

inputs. As Respondent 1 advised,  

“we should learn to give the correct prompt,” 

while Respondent 5 emphasized,  

“be more specific in prompting.” 

These views align with Zhai et al. (2024), who highlights prompt literacy as an emerging skill in AI-integrated 

classrooms. Furthermore, respondents suggested enhancements in AI customization to align with educational 

standards. For instance, Respondent 4 proposed that  

“customizable rubric input would be helpful,” 

and Respondent 5 recommended that AI should  

“consider patterns of student performance.” 

These insights reflect a broader need for context-aware and flexible AI systems capable of adapting to authentic 

classroom settings and performance data.  Overall, these suggestions indicate that while teachers welcome AI, 

they advocate for systems that are more responsive, transparent, and aligned with real-world educational 

frameworks. 

 

Conclusion 

 

We conclude that a weak AI alignment was seen in Spearman Rho measurement with basic rubric components 
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and also strained with complex interpretive elements. Cohen's Kappa results indicated low agreement between AI 

and teacher grading, highlighting discrepancies in nuanced assessment. In the end, teacher judgment remains 

essential for evaluating higher-order thinking and contextual depth in student work. Furthermore, we explored 

that while both teacher and AI feedback referred to underlying instructional elements, teacher feedback posed 

richer, more personalized insights rooted in instructional proficiency. In contrast, AI responses remained universal 

and lacked depth, context sensitivity, and educational nuance essential for meaningful improvement.  

 

We also conclude that teachers recognized the value of AI in enhancing efficiency, instructional support, and 

feedback generation, yet remained cautious of its limitations in accuracy, emotional depth, and contextual 

alignment. While the teachers appreciated AI’s role in routine tasks, they emphasized the irreplaceable value of 

human insight, empathy, and professional judgment in educational feedback. At the end, the teachers advocated 

for a blended, co-intelligent model where AI supports, but does not replace teacher expertise, guided by better 

prompt design and customizable systems aligned with classroom truths. 

 

Recommendations 

 

Based on our findings, we recommend a thoughtful integration of AI through a co-intelligent feedback model 

where AI supports but does not replace teacher judgment. Teachers should remain the primary assessors of tasks 

requiring higher-order thinking, interpretation, and contextual insight, as AI showed weak alignment with 

complex rubric components. To improve AI feedback relevance, we suggest developing context-aware prompting 

frameworks that allow teachers to customize prompts and align AI outputs with classroom realities. AI systems 

must be designed to adapt to subject-specific and instructional goals rather than offering generic responses.  

 

We also recommend sustained professional development to enhance teachers’ AI literacy, enabling them to 

critically interpret and ethically use AI-generated feedback. Training should include understanding metrics like 

Spearman Rho and Cohen’s Kappa to assess alignment between AI and human grading. Ultimately, we see AI as 

a valuable tool for improving efficiency, but the depth, empathy, and insight of teachers remain irreplaceable in 

meaningful student assessment. 
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